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Abstract

The Direct MT system is based upon exploitation of syntactic similarities between more
or less related natural languages. Both Punjabi and Hindi languages have originated
from Sanskrit which is one of the oldest language. In terms of speakers, Hindi is third
most widely spoken language and Punjabi is twelfth most widely spoken language.
Punjabi language is mostly used in the Northern India and in some areas of Pakistan as
well as in UK, Canada and USA. Hindi is the national language of India and is spoken
and used by the people all over the country. Hindi and Punjabi are closely related
languages with lots of similarities in syntax and vocabulary. In the present study, a
Punjabi to Hindi machine translation system using Direct MT approach has been
developed and its output is evaluated by already prescribed methods in order to get the
suitability of the system. It was observed that a fairly high accuracy Punjabi to Hindi
Machine Translation System has been developed by direct word-for-word translation.
The major inaccuracies in the direct translation are due to poor word choice for
ambiguous words and some corrections regarding post positions in Hindi.

1. Introduction

Evaluation is without doubt a major aspect of language engineering, including
Machine Translation (MT). It plays an important role for system developers (to tell if
their system is improving), for system integrators (to determine the appropriate approach)
and for consumers (to identify which system will best meet a specific set of needs).
Beyond this, evaluation plays a critical role in guiding and focusing research [Bharati et
al. 2004; Hajic et al. 2000; Marrafa et al. 2001]. Despite the fact that history of Machine
translation is quite old, the number of really successful systems is not very impressive.
The main reason why the field of MT has not met the expectations of sci-fi literature as
well as of scientific community is the complexity of the task itself. The general opinion is
that it is easier to create an MT system for a pair of related languages [Hajic et al. 2000].
We argue that for really close languages it is possible to obtain better translation quality
by means of simpler methods. This study presents the evaluation and analysis of direct
machine translation system for closely related languages namely Punjabi to Hindi.
Although it is true that no consensus exists regarding the best way to evaluate software,
there is a general agreement about some of the factors which must be taken into account
while deciding what form an evaluation should take.

In our approach, we include the subjective as well as quantitative parameters.
Only sentence level translation is considered i.e. a single sentence however long it may



be, is treated as a single unit. Subjective test include Intelligibility Test and Adequacy
Test which determines the fitness of an MT system with respect to comprehensibility of
translation. Quantitative test include word error rate and sentence error rate. These tests
are diagnostic tests to identify limitations, errors and deficiencies of the system.
Subjective evaluation is typically performed by potential users and/or purchasers of
systems (individuals, companies, or agencies) and diagnostic evaluation is the concern
mainly of researchers and developers. In the next sections, we throw some light on
Punjabi and Hindi languages. Then we discuss the evaluation results in the remaining
section.

2. About Languages

Both Punjabi and Hindi languages have originated from Sanskrit which is one of
the oldest language. In terms of speakers, Hindi is third most widely spoken language and
Punjabi is twelfth most widely spoken language. Punjabi language is mostly used in the
Northern India and in some areas of Pakistan as well as in UK, Canada and USA. Hindi
is the national language of India and is spoken and used by the people all over the
country.

The script of Punjabi is Gurmukhi. Gurmukhi alphabet was devised during the
16th century by Guru Nanak, the first Sikh guru, and popularised by Guru Angad, the
second Sikh guru. It was modelled on the Landa alphabet. The name Gurmukhi means
"from the mouth of the Guru".

Notable Features of Gurmukhi

e This is a syllabic alphabet in which all consonants have an inherent vowel.
Diacritics, which can appear above, below, before or after the consonant they
belong to, are used to change the inherent vowel.

e When they appear at the beginning of a syllable, vowels are written as
independent letters.

e When certain consonants occur together, special conjunct symbols are used which
combine the essential parts of each letter.

o Punjabi is a tonal language with three tones. These are indicated in writing using
the voiced aspirates consonants (gh, dh, bh, etc) and the intervocal h.

Gurmukhi script

Vowels and Vowel diacritics (Laga Matra)
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@_ Aira Iri Sussa
a, a, ai, au .n'ri,T,e Eu,ﬂ,n -Fl-sa[aa]
kakka Khukha Eugya Ghugga
a.ka[ka] 1:[ kha [ kta ] aTga[ga] u'llgha[ga]
Cuca Chucha Jujja Jhujja
H alya] = cha [fha ] ;rja[daal tha[daal
Tainka Thutha Duida Dhuda
Eta[ta] Etha[t“a] gda[qa] Euha[qa]
Tutta Thutha Duda Chuda
3.’ca[ta] H tha [ta ] E-da[da] EI- dha [da]
Fuppa Fhupha Eubha Ehuhba
upa[pa] a pha [ pta ] E-bna[t:ua] g bha [ ba]
“falyya Fara Lulla W G s
mya[ja] a ra [ ra] 8 afla] §-wa[wa]
'F_[éa[ja] 1__[ za[za] o fa[fa] H xa[xa]
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- ST dipph - indicates nasalization.

A Llsed with &, i and u, and alsowith 0 when in final position.

L]
e
D]
L

fafe (himdT - indicates nasalization. Used with all other vowels,

Tl

2% wiEa (addak) - doubles the consonant befare which it appears.

Dwlawan Hara

ai

[2] (o]

3 d

kai ko

o W ¥ o of M U a

Haha
ha [ ha ]
Uriga
fHa[na]
anza
fa[pa]
mHahna
nafna]
MHunna
ha[na]
rALMImMa
ma [ ma]
Fahra
ra[ra]

¥a [ye ]

Ea)

™

kanuara
au

[3]
ya)
=]

kau

& 1alls]

The Nagart (lit. 'of the city') or Devanagart ('divine Nagari') alphabet descended
from the Brahmi script sometime around the 11th century AD. It was originally
developed to write Sanksrit but was later adapted to write many other languages.

Notable Features of Devanagri

e Some scholars use the term alphasyllabary to describe Devanagari, while others

call it an abugida.



o Consonant letters carry an inherent vowel which can be altered or muted by
means of diacritics or matra.
o Vowels can be written as independent letters, or by using a variety of diacritical

marks which are written above, below, before or after the consonant they belong
to. This feature is common to most of the alphabets of South and South East Asia.

e When consonants occur together in clusters, special conjunct letters are used.

e The order of the letters is based on articulatory phonetics.

Devanagari alphabet
Primary vowels
Short Long Diphthongs

Initial Diacritic Initial Diacritic Initial Diacritic
0T s
a e

an

Unrounded low central 3]- E EI- pa

Unrounded high front

o« o
=)

Rounded high back

S

oyllabic variant
Secondary vowels

Unrounded front pe a pai

%i;_f:l & 9 '{'n'l‘!g
e 5

&
T
3
au Q[ pau

g o
&, &

Rounded back po
Other symbols
# o
3T an amusrars - nasalises vowel 3T am amurSsikeitanmralingu - nasalises vowel

3T‘ ah weargs - adds voiceless hreath atter vowel E[ powirasa - mutes vowel

*

Consonants



Occlusives
Woiceless plosives Yoiced plosives Masals
unaspirated  aspirated  unaspirated  aspirated

wvelar dh ka I kha I ya T gha <L na
Palatal £ ca €% cha S s gr jha > fia
Retroflex @ ta S tha g da @ tha UT na
Dental ] ta q tha g da QT dha & na
Labial T pa TR pha ¢ ba H bha FH ma
Sonorants and fricatives
Falatal Retroflex Dental Lahbial

Sonorants Z[  va I ra o] = g wva
Sibilants QT 4a H sa H s=a

Other letters

gha a!a

A selection of conjunct consonants

&l ksa 3T jfia ™ ta F tra T pya tch tka 3.: tka @[ hya T ttva

Except minor differences, most of the characters are same in both the scripts. In
Gurmukhi there is no equivalent character for characters "I, #I, & in Devnagri. Some
characters of Devnagri are for double sounds like =, =, & but no such characters are
available in Gurmukhi.

Because of same origin, both languages have very similar structure and grammar.
The difference is only in words and in pronunciation e.g. in Punjabi the word for boy is
H3" and in Hindi it is STS®I. The inflection forms of both these words in Punjabi and
Hindi are also similar. There are examples where words are also same but pronunciation
is different e.g. W3 and ®R. Although Sanskrit is Sanyogatmik (Synthetic), Its decendent
Hindi is Viyogatmic (Analytic)[Singh 1991]. It means we need to add some words,
known as prepositions, to convey the relation in Hindi. E.g. In Sanskrit we say dTefdl: and
in Hindi the same meaning is conveyed by adding postposition as dTel dI. In comparison
to Hindi, Punjabi is also Viyogatmic, but it is not completely Viyogatmik. There are
many examples which show that Punjabi is Sanyogatmik also. As for example, The
meaning conveyed by two words in Hindi (8% ¥) is conveyed by one word in Punjabi i.e.

wd Although it can be written in Punjabi as Wid 3 which is Viyogatmic nature, but in
general Wd is more popular. Thus Punjabi is not purely Viyogatmic. It still inherits some
properties of its mother language [Singh 1991].



Structurally both Punjabi and Hindi are same. In both languages sentence is
comprised of Subject and Predicate. In both languages, the basic elements are Kaaraka.
Both have eight numbers of Kaaraka which by combining with each other create a
sentence. The general sequence for transitive Sentence is Karta, Karam , Kria e.g. 3H &
3t uhtl and for intransitive sentence is karta, kriya e.g. 31 dfemT In both languages
the relation between kaarka’s are shown by prepositions. The available prepositions in
Punjabi are &7, ®, &, @i, &, @ etc. and in hindi are &1, &, FI, 31, 7 etc. Total eight part-
of-speech are recognized in both Punjabi and Hindi. Beside this, both have same types of
Nouns, Genders, Number, Person tense and Cases [Singh 1991; Singh and Singh 1986].
Sentence structure is as shown in figure 2.1 and 2.2 on next page.



Sentence

|
v v

Subject Predicate
|
Karta karam Verb
Noun Pronoun Phrase Noun Pronoun Phrase Main Aux.
| | Verb Verb
| — v v v | l
) Adj N PP
Adj N PP
Adv Vv Tense
CaIRCICt | TR ARH DI EES] BN @l
Fig. 2.1 Tree view for Transitive sentences
Sentence
Subject Predicate
Karta Verb
Noun Pronoun Phrase Main Aux.
| Verb Verb
I —
Adj N PP
Adv A\ Tense
& T g3 g fgor I
BIAT  JATEHT Tgd N L&l

Fig. 2.2 Tree view for Intransitive sentences




From the direct translation point of view the important differences between Punjabi and
Hindi languages are:

Sometime the gender of word is changed in the translated language e.g.
AUst € gIedl AT B
ydt @ Saret RN SR AT

Some words can be used in both senses i.e. famine and masculine. e.g.
THI UH TR RSB
oFy BT TR N

Poorly understood grammar of some constructions e.g.

feg adt "t I AAETI is a valid sentence in Punjabi but

I el AT Bl AHBAT| is not a valid sentence in Hindi

For some phrase structure, a preposition is inserted but in some cases the rule is not
followed as shown in following example..

Id3T Bt SWNT & foru
fem et 39 forg

In the following sections, we discuss the evaluation and results of direct translation
system for the language pair of Punjabi and Hindi.

3. History

The first attempt to verify the hypothesis that related languages are easier to
translate started in mid 80s at Charles University in Prague [FEMTI; Hajic et al. 2000].
The project was called RUSLAN and aimed at the translation of documentation in the
domain of operating systems for mainframe computers. From that date to till date so
many examples are there in history which support the argument that with close
languages, the quality of MT system, with simple techniques, is better. To name a few
one are CESILKO (a system for translating Czech and Slovak), MT system for translating
Turkish To Crimean Tatar etc. We are also trying to strengthen the same concept by
experimenting with a direct translation system for Punjabi to Hindi. These languages are
very closely related and have many features in common.

4. System description

To start with, a direct translation system is created in which words from source
language are chosen, their equivalents in target language are found out from the lexicon
and are replaced to get target language. For the words with multiple meanings, the most
frequently used meaning is selected. Translations are obtained from this system and made
available to the evaluators. For Intelligibility test, the evaluators do not have any clue
about the source language. They judge each sentence on the basis of its
comprehensibility. The target user is a layman who is interested only in the
comprehensibility of translations. The scoring is done based on the degree of
intelligibility and comprehensibility. For Adequacy test, evaluators are provided with
source text along with translated text. The evaluators give score to each translation



according to the scoring scheme (as discussed in next section). On the basis of these
scores results are generated using simple statistical techniques.

Error analysis is done with the help of error list which is prepared in advance in
consultation with the linguists. Word error rate and sentence error rate are found out. This
analysis helps to improve the performance of an MT system

The rest of paper discusses evaluation methodology, result and conclusion for
future work.

5. Evaluation Techniques and Methodology:
Based on the previous approaches, following evaluation methods and techniques
are applied.

5.1 Selection set of sentences: Input sentences are chosen randomly from newspapers,
articles, reviews, court's orders, stories, office letters and people’s day to day
conversations. All possible constructs including simple as well as complex ones are
incorporated in the set. The sentence set also contains all types of sentences such as
declarative, interrogative, imperative and exclamatory. The size of input is shown in table
5.1

Table 5.1 Size of Input for Direct MT System

Stories | Essays | Court Office People's
Orders letters conversation
Total Articles 10 10 10 10 10
Total Sentences 360 2340 340 166 284
Total Words 1564 10068 | 1874 876 872

5.2 The Tests:
Following tests are selected to check the creditability as well as quantitative analysis of
the system [FEMTI; Marrafa et al. 2001; Tomas et al. 2003; Wagner].

5.2.1 Subjective tests:

o Intelligibility Test: It is a subjective test which is used to check how intelligible a
system is? Intelligibility is effected by grammatical errors, miss-translations, and
un-translated words.

e Accuracy Test: A highly intelligible output sentence need not be a correct
translation of the source sentence. It is important to check whether the meaning of
the source language sentence is preserved in the translation. This property is
called accuracy.

Any variation between the comprehensibility rating and the fidelity rating is due to
additional distortion of the information, which can arise from:

e Loss of information (silence) - example: word not translated

e Interference (noise) - example: word added by the system

e Distortion from a combination of loss and interference - example: word
badly translated



5.2.2 Error test:
To check the Error rate of the Direct Translation System, some quantitative metrics are
also evaluated. These include:
e Word Error Rate: It is defined as %age of words which are to be inserted,
deleted, or replaced in the translation in order to obtain the sentence of reference.
e Sentence Error Rate: Which is %age of sentences, whose translations have not
matched in an exact manner with those of reference
Error analysis is done against pre classified error list. All the errors in translated text were
identified and their frequencies were noted. Main categories of errors are:
e Wrongly translated word or expression. e.g. W is translated into H but in some
places it must be #.
e Addition or removal of words. e.g. = &% should be translated into ST< & AT
but it is translated as ST T,
e Un-translated words. e.g. Non Sense words like &moft in ar=it.groft
e Wrong choice of words. e.g. ambiguous words i.e. 94 in Punjabi can be
understood as ¥@+T (to place) or ¥&@ (Reserved area for forest animals)
Errors were just counted and not weighted.

5.3 Scoring Procedure for subjective tests:

The evaluators are provided with four point scale for Intelligibility test and
Accuracy test. The scoring scheme is given below

5.3.1 For Intelligibility Test

A Four point scale is made in which highest point is assigned to those sentences
that look perfectly alike the target language and lowest point is assigned to the sentence
which is un-understandable. The scale looks like:

3. | The sentence is perfectly clear and | e.g. STsl & &9 91 or
intelligible. It is grammatical and reads | aRT ST B AT BT 2 |
like ordinary text.

2. | The sentence 1is generally clear and | e.g. AT IRAAT =
intelligible. Despite some inaccuracies,
one can understand immediately what it
means.

1. | The general idea is intelligible only after | e.g. 9&all § & o= a2 T IR IR
considerable study. The sentence contains | IO BT fITHRT AR B IEAICISN DI
grammatical errors &/or poor word | R H I I BT FHIST BRI ISl
choice. P ENRH AN IS E |

(Some word are translated, other are
left)

0. | The sentence is unintelligible. Studying | e.g. TR digdl Hal & Hg SR AH
the meaning of the sentence is hopeless. | BIfAHS |2 &1 T 1 epl AT |




Even allowing for context, one feels that | (i.e whole sentence is transliterated
guessing would be too unreliable. character by character)

Table 5.2 Score Sheet for Intelligibility Test

5.3.2 For Accuracy Test

A Four point scale is made in which highest point is assigned to those sentences
that look perfectly alike the target language and lowest point is assigned to the sentence

which is un-understandable and unacceptable as described by Van Slype. The scale looks
like:

0 | Completely Unfaithful. Doesn’t make AT TR BT W U g S e

sense. <l 8 |

1 | Barely faithful: less than 50 % of the AN g A & AT A Al G R
original information passes in the 29 9 ST TR O BIS B SR |
translation.

2 | Fairly faithful: more than 50 % of the | &9 @1 & G31 @ a1 A& BT |
original information passes in the
translation.

3 | Completely Faithful O B 98 3% g 99 ¥ SR &l
M qaT geT T |

Table 5.3 Score Sheet for Accuracy Test

6. Experiments

The survey is done by the 20 peoples of different professions who know the target
language (Hindi) very well. Each person evaluated one translation on one criterion, so
that each translation is rated for intelligibility by 10 persons and for accuracy by another
10 persons. Average ratings for the sentences of the individual translations were then
summed up (separately according to intelligibility and accuracy) to get the average score.
Percentage of accurate sentences and intelligible sentences is also calculated separately
by counting down the number of accurate sentences.

7. Results

7.1 Subjective test analysis

Initially Null hypothesis is assumed i.e. the system’s performance is NULL. We
assume that system is dumb and does not produce any valuable output. By the
Intelligibility analysis and Accuracy analysis, we prove this wrong.
Accuracy is measured with the help of a 4 point scale. The figure 2.48 denotes the
average score of a sentence in accuracy test. From the accuracy analysis total number of
accurate sentence are calculated and then their %age is found out which is come out to be
76.28%.




Overall score for accuracy of the translated text comes out to be 2.48. The accuracy %age
for the system is found out to be 76.28%. This is comparable with other similar systems
as shown in table 7.1.

MT SYSTEM Accuracy

RUSLAN 40% correct 40% with minor errors.
20% with major error.

CESILKO (Czech-to-Slovak) | 90%

Czech-to-Polish 71.4%
Czech-to-Lithuanian 69%
Our System 76.28%

Table 7.1 Comparative analysis of %age accuracy

Further investigation reveals that from the remaining 23.72%,
e 85.93% sentences achieve a match between 50 to 99% and
e Remaining 11.05% of sentences were marked with less than 50% match against
the correct sentences.
e Only 3.02 % sentences are those which are found unfaithful.

A match of lower than 50% does not mean that the sentences are not usable. After some post editing,
they can fit properly in the translated text. Percentage accuracy of individual articles is shown in table
7.2.

Stories | Essays | Court Office People's
Orders letters conversation
%age Accuracy | 68.89 | 80.08 78.18 77.17 66.13

Table 7.2 Percentage Accuracy of different articles

100

L
) 22 ® 1°
g 80 T O %
5 60 -—7 \— Bl Stories
o
< 40 __/ \_ B Essays
g‘ﬂ / \ ElCourt Orders
§ 20 "/ \_ M Office Letters
0 A | =— k B People's Conversation

Articles

Figure 7.1 Percentage Accuracy for Different Articles

The main reason that accuracy is less in case of stories and People's conversation
is that the language is not standardized. People generally use slang which causes the
failure of the translation software as the slang available in one language is not present in
other language. Also un-standardized language cause more ambiguities.



The results of Intelligibility test are as follow:

43.17 % of the sentences got the score of 3 i.e. they are perfectly clear and intelligible.
47.64 % of the sentences got the score of 2 i.e. they are generally clear and intelligible.
7.99 % of the sentences got the score of 1 i.e. they are hard to understand.

1.2 % of the sentences cannot be understood at all.

60 47.64
50 43317 -
40 —ﬁ7
30 +— /
20 17
10 / 7.99
T 1.2
T I
Score Score Score Score
3 2 1 (0]

Fig. 7.2 Charts for Intelligibility test.

So we can say that about 90.81% sentences are intelligible. These sentences are
those which has score 2 or above. Thus, we can say that the direct approach can translate
Punjabi text to Hindi text with a tolerably good accuracy. The sentences which cannot be
recognized at all are mostly Idioms and phrases. The sentences, which got the score of 1,
includes Idioms and Phrases and sentence containing some non sense words which has no

meaning in both languages like oat in uetget and #t in Ie-Ret ete.

Percentage intelligibility of individual articles is shown in table 7.2. Again those sentences are
selected which has score 2 or above.

Stories | Essays Court Office People's
Orders letters conversation
%age 89.79 93.89 91.79 91.37 87.22
Intelligibility
Table 7.3 Percentage Intelligibility of different articles
> 96 93.89 E Stories
g o4 —_ 9179
5 92 +—89+49 = B Essays
8 90 =
é gg :/ E m Court Orders
S 84—/ — Office
S 82 2 —
A Letters
g § 8 @ People's
Articles 3 Conversation

Table 7.3 Intelligibility for different articles




7.2 Error Analysis

Error analysis is done for diagnostic evaluation. All errors in the translated text
were identified and their frequencies were noted. The types of errors looked for along
with their %age in the translation is listed in table 7.3. Word Error rate is found out to be
6.54% which is comparably lower than that of the general systems, where it ranges from

9.5to 12.
Wrongly translated word or expression. 44.68%
Addition or removal of words. 31.15%
Un-translated words. 9.15%
Wrong choice of words. 15.01%
Table 7.3 Error Analysis
50 4468

31.15

AN

B Wrongly translated word or

expression.

O Addition or removal of words.
B Un-translated words.

B Wrong choice of words.

Errors type

Figure 7.3 Different Types of Errors

As shown in table 7.3, out of 6.54% wrong words, majority of the errors are due
to wrongly translated words. The figures show that for improvements in results, bilingual
dictionary must be prepared carefully. After enhancing the dictionary, good results are
expected. The errors related to addition or removal of words also requires developer's
attention. Only 15.01% errors are related to wrong word choice i.e. a problem of word
sense disambiguation. Direct approach must be hybrid with some other algorithms for
word sense disambiguation so that results with higher accuracy can be produced. Word

error rate for individual articles is as shown in following table.

Stories Essays Court Orders | Office People's
Letters Conversation
WER (%age) 6.96 5.03 5.22 5.16 7.13




Table 7.4 Word Error Rate of different articles

(o2}
©
(o)}
~
=
w

— 503 522 516 | | |@ Stories
— |D Essays

— (@ Court Orders
— |B Office Letters
— |0 People's Conversation

Word Error Rate
N
|

Articles

Figure 6.4 Word Error Rate for Different Articles

It is found that in stories, word error rate is more i.e. 6.96%. This is due to the fact
that language in stories is not standardized. Similar is the case with people's conversation
where the error rate is found out to be 7.13% because they use Idioms and phrases more
frequently. In articles with standardized language like essays, the word error rate is found
out to be 5.03%. For court orders and office letters, the error rate is 5.22% and 5.16%
respectively. Again most of the errors are due to post positions adjustments. This
suggests that more attention is required in those cases where language is not standardized.
In other words for getting higher accuracy, the input should be standardized. The detailed
error analysis is shown in following table.

Stories Essays Court Office People's
Articles Orders Letters Conversation
Type of
error(%age)
Wrong Translation 44.53 43.8 44.93 45.01 44.66
Addition or removal | 19.94 36.11 41.42 41.91 16.37
of words
Wrong word 17.4 12.88 13.55 12.98 18.4
choice (Ambiguities)
Un translated 18.13 7.21 0.1 0.1 20.57
words

Table 7.5 Error Analysis of Different Articles




Comparative view of different types of errors

50

o 40 4 ‘{; B Wrong Translation

o "

= 30 - / N

L % B Addition or removal of words

S 20 A

=) "

g 2 .

> 10 - /’ B Wrong word choice

_| (Ambiguities)
0 ~ T T T

3 % OUn translated words
o 0
7 0

Court Orders
Office Letters
People's
Conversation

Figure 7.5 Error Analysis of Different Articles

Similarly the Sentence Error rate is found out to be 61.59%. The Sentence error
rate for individual articles is as follow:

Stories Essays Court Orders | Office People's
Letters Conversation
SER (%age) | 67.3 58.67 57.3 59.13 66.03

Table 7.6 Sentence Error Rate of Different Articles

70 673
o o5 66.03 B Stories
o B Essays
g 60 - 5:7 57-3 29.13 5 D Court Orders
\%’ 55 E "m B Office Letters
50 A — k Bl People's Conversation

Articles

Figure 7.6 Sentence Error Rate of Different Articles

As discussed earlier, the SER of un-standardized matter i.e. stories and people's
conversation is higher than the standardized matter. It strengthens the fact that better
input gives the better output. If some pre editing of the text is performed then better
results may be expected.

8. Multiword Units: Idioms and Adages

Languages are full of idioms and adages such as fig 38t 3 wdsr which do not
obey the principal of compositionality. The idioms are group of words that have an
established meaning that is not apparent from looking at the individual words. An adage




is a short, but memorable saying, which holds some important fact of experience that is
considered true by many people, or it has gained some credibility through its long use.
The problem with idioms and adages, in an MT context, is that it is not usually possible
to translate them using the normal rules. There are exceptions, for example g9 & =t feg
f8zar (meaning "Guilty person always afraid and doubt that every person is talking about
him') can be translated literally into Hindi as "@R @' g6 § fa=ar”, which has the same
meaning. But, for the most part, the use of normal rules in order to translate idioms will
result in nonsense. Instead, one has to treat idioms as single units in translation.

One problem with sentences which contain idioms is that they are typically
ambiguous; in the sense that either a literal or idiomatic interpretation is generally
possible (i.e. the phrase €% g®& can really be about the sound of owl). The real problem
with idioms is that they are not generally fixed in their form, and that the variation of
forms is not limited to variations in inflection (as it is with ordinary words). Thus, there is
a serious problem in recognizing idioms.

Researches are going on to deal with the problems of multiword units in different
languages. Many algorithms are proposed but none of them is fully accurate. A full proof
system for detecting Idioms and phrases is yet to be developed. We have advantage of
language similarity in our case which eliminates most of the problems. Many Idioms and
proverbs in Punjabi have similar structure in Hindi. Moreover, ambiguities are also
preserved in target language. So, word to word translation can give better results in case
of similar languages. To demonstrate this idea, an accuracy test for the most commonly
used 200 Idioms and phrases was performed whose results are as shown in table 8.1

Idioms Adages
%age Accuracy 72.3% 52.45%
Table8.1 Accuracy of Idioms and Phrases

Score %age of Idiom %age of Adages

3 72.37 52.45

2 18.16 24.63

1 7.13 17.89

0 2.34 5.03

Table 8.2 Score of Different Idioms and Phrases
The data shows that about 72.37 % Idioms are common and can be translated word to
word with out distorting the meaning. No other system is known that is claiming as much
accuracy as the Punjabi-Hindi translation system. This further pushes the idea of having a
successful MT system between Punjabi and Hindi. The accuracy in the case of adage is
lower because in adages words are absorbed from the local languages which are not
standardized and some time no word in the target language is available for the
corresponding word in source language. e.g. consider the proverb in Punjabi Jg yae gr3
gH3 Jdt »@1 No word corresponding to 873 & ®H3 Jdt is found in Hindi language

making it difficult for translation.
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9. Conclusion

The accuracy of the translation achieved by our system justifies the hypothesis
that word-for-word translation might also be a solution for language pair of Punjabi and
Hindi. The major inaccuracies in the direct translation are due to poor word choice for
ambiguous words and some corrections regarding post positions. The lack of information
in glossaries and dictionaries sometimes causes an unnecessary translation error. Here it
should be worth mentioning that the lexicon used for the system must be exhaustive one,
which must contain each word along with every inflection it can have. This will give rise
to a huge dictionary. Information retrieval from such dictionary is also a point of
consideration.

We can conclude that this study encourages the idea of direct translation by
revealing the key problem areas and it shows the next area where concentration is
required in order to achieve the objective of creating an MT system for Punjabi to Hindi.

Appendix - Sample Output of Some Articles

Following is some sample input and corresponding output. Coding scheme is as follow:

Bold Text Completely Unfaithful. Doesn’t make sense.
Underline Text | Barely faithful: less than 50 % of the original
information passes in the translation.

Italic Text Fairly faithful: more than 50 % of the original
information passes in the translation.

Regular Text Completely Faithful

fonrg feg €2 398 3 I must faaTE # UeR BT W AT U TSP Pl
B3d w forg 7 wa &9 Ider faare S TR § &vAr Biar © o9 =R o
Jer 3 i we fFg U3 © fonrg s &1 fAare fhar sar &

a3 Jer JI

Afee < gder &t R yge wifts RIS TeR BT W) S T I grar &l
Jer fogar 32 8l

MH 39 3 »fd 22 W S uordt | 3 AR R TN YRR 9 o TR Sord AT
feza A ug3 fewa few I ol UBS SATd H B0 o

&g fafow™ o3 ®a oim 6 afde |39 O 9N AT 8990 U &ed 9d o ¢




Aee I off fa3 AT HE a1

ST el Gl 91 o 3R

7 Uz ¥8 Far famm a7 3T e gt
eH & Adt mfag 37 &5 T Aedr

MR TF A1 o7 T 9 ol 9931 98 o
SFrd IE) a1 BIS 81 SIeii

fer =fodar Jaan © &3 @
Hfen 897 J et w3 OH &
TS & AfemT famir)

39 3RYY HhY B URUTH I HIIT 9819 8l
g 3R B9 Bl IRUArd of ¥ T

2 geh fedat wu 8, g & w3t Wt
3der JI

d9s | Uh gR oI of , UIY DI TSI g9
<9d 8l

wH feg 133 & <

89 UP 197 &I I

39 oo™ 19 T IH AT 3 dfoe

193 GEIPBT TV BV 5 UST UV PHET A Ta

o, &t feg foedt &€ & <u W Tg fr7dl 9 W 1 Sgrer &

iyt 35 © aghft f I% 0t J98t | 89 T7 @ FOI B 91T 78] BV

IFit It J9 §I3 famdt & ZI B IV TgT [ 7

niHt Ufemr 3t 39 »iat Hear I &9 Uo7 I 143 3% HSHT BV qIcT, T Al
gfonm, 9% B HIS © dF T W 7T & F §1T &

O &t maw © g € =9t = I& P IIA P EHIT & FIVE Jof VBT &

gide o

Vo339 < feg agr & Jaft feg
fafout em3

Wt WUET 9T Jd gIre

&4 Y] VST 3N g

Aot ye Ao fegrg i3t 7 GF G [T BT
G0 G5 < dfonr <t daft anft ag T8 GF P gzl Pl 3T V& BT
gt & o § nrugr emer offmr gl 7 FI3T B ST BVl Tl

TIgT G B aT SR FH ATT B

. \ LAY \ Y
i /CLIY Pl §&d Y97 SIPpl I¥gd pNd 4

HTEWT Wi HAT H3 g &g € HHEH
gudt I 7 fa v &t v T feq
3 67 o% g®3ag © Wda gagy

AT 371 FeEieT & GIT AT IY B HRGH
TAT cigdl & oft &5 O B HIT & U

IH 7 9 & T JATTBIN BT [T FFH

fagret 3 gmE »i BT M@ wa §
Tur dt 7 fggr A fa Bat <t IS
Jet I3 & GF 3 OH® 99 9 B $
de de d Ha f&3m

Rers & q15 3+l a8 39+ &v &I qifovT &1
I3 VET o 18 Gl B ISP §% 4§ 7 9
gV HiT BV PV I & Hic fic BV TV QIT

Hen widfsy & Higer dfenr fa &
87 wugdt g9 I Bt 3 fegrg <t
et w3y odt H I

T 35ierg bl HEqW §oIT 13 SV I8
IVEfl IV T gicid) al Ia% 1 fors wErT
781 oft &I

8F & muE 3 forgr Jfent i3
yHE3Y & u3d G & Ud fger
THS faogs & o g% °f Ad T
et 7 QA & ydt 3q fegret

9Y &I 397 G [T §37T I ge=rarg &)
@Ifav G 7 gl el 1oy [deger H T
gicTd @ HEH @I & oy Wl I 7 g avE
kil

¥ 3t ygn f368 O Quds & =v ot
dd HIAI|

4 ar gvwl [$gel &7 @ geard 9 §9f & &Y
TR

[4)




&% d Aedt § @9 @9 3491 dder
JI

Trer P WG & g1V SV T pYal 8

B3 modt Qg TH wUE M oS

U T d5 qrol 3 3ot TNl IV v

JdT HEHuT & Imf Jrgdt & EHE
J

TIAT P YT JIEH] B I &

379 gl 917 & o1 [T W q@ BV T o

At 3 dffod ©7 @ I° D gV [ T B 7 o P

feg fea foew ot W osfa wAeHSt | 78 v& Rara 781 o dlcw e & 759
T 2® 3 frg gz fadt ot 9t wr & UF gT il 8 Feft 37 vel ot

adt H

fdg mm feg ufost ufow 3t & | forg WH9T 7 YEel Gl ared! T Rar v
fomsT 395 AN ©a Uit @ 35 5 | 999 <Ff O”% & 9 di9 1 IR S o
913 fegd AT AS|

I2 ¥af 3d€ I Y & dI3, HT & g = GVE W OdT BT TF, HIaT BT T
I3 w3 ot @ 93 fegd 7 A | 3V 75T @7 M dEy oia o

Jfregg At waleafhet  ufenrsr
W3 Ifedded UefeedT I&H ME
fifafonifdar 388t A9 @8 Qude
Aee ¥ we  JUfewrst Uardt

YIoTeeYIY gaTrdl 1399 [dgied  glearar SV
TTqS] FIE! FRT GUNE Wee §& 3T qiearen
gorrel 139g [Agrod gfegier # @il @il
T50068 H 3W dotol & fdgreflal @
WHICINIAY & 180 QT+ Joy,/ GEey avw o
grga e o5 Bvarg I8 8

TEH IHS®T AJY © wier ufgst ot
Te AS o fa eets feg g #h

J& @rad F vl evigny Bvd TR J gigvd
TGITIY 8T @ 39 Ugar & forg o Gife
wiger 4 & off

St & grst B! DI G

T © ex B9 o A3 9F § | g0l @ U eR @ SR a9 § ved &
CIGEIRL

wut gt S 9F wm g9 T & <l © |

35 T I3 3 fewe & 99 IF 9T | I @ Frot 9 sifaRad Wt ik = B § |
Y

Gr © ©IHs II6 < I Uy
ST

I b S99 B AT SFTAT U FHSIAT &

fea @9 Ueht & feds di3T w3 H3r

TP IR Ufedl 7 3dhg [har IR hAal Udbrm

yafen wet 99z 3 femg @ & I THe o W] & & g41 81 ©
= afde
gF @7 AT feg digowa H PIAT ST IUT H I IREIOR o7

niflg Sre feg i3 fa €8 93 &
GISICUGIRES

31 HAT I8 fhar fd Segf I Bl SIRTdr
&l §

gE fonr

TRl = 39 HEHdAT & AT Sogf Dl RISl
7 foran




€8 & o & wr udfonr SA Bl DI AT 3T ggEr

gs feat ot fafes few fea fasel fa=T sl fofegT 7 v&

Med - »Hdlds Budr Hifen wiafsg | oFRIe oiRadT AT ASfeRy IR BB AT
g9 9% Aaet yafez Jet H g1 g5 o

fie ot 89 3la JEt GF 3 gt = | O € 98 S 8% S A (IR BT A Ul
SH U3T Ufgnm fam) ol 17

GH & A3 9% ©H &3 S 9l po Fdr faa

gt I HoeHr 3t dfen ug R & | STIRTET WR HbeAT Al Il offh IH Bl
a3 3 fagmr <t gg fa3r famr ST R o A1 o far T

8n 3 sme & §U gs foor 99 I I 98 |l 98 dierd a1 9R 9gd gord
gJ3 HO3 It &l

g wedt Mt fq 93 Tet fa? Bat | 98 Sl o [ dldd aroll & ART 3IR DAl
W3 It g g gH € Bg € f3IT | DI Uh TR & NG & I I <l &

g1 fddt I

go&r Woug ot foa fdAaqa fgmr 1 | S Fodd &) U ardds b @

T 3 wifdreret sfger I 3 I &7 | PR AT ARAER! BT © A FY A drell

98|

g8 B 7 H bel DR Gl § , 7 3ol DR
HABIT , Bl A BRAd 4§ el

319 AT 81 I8 BM gl Bl Sl

A BT AT AIAR BT H GRAd | A &M

TN I AT 8 PR A8l 96 BT, WRaR 3R
MERSIRIEE]l

It @9 3T GT 99 AEH o ST B
IM TACT J, Ud I @t afder J,
G, ' © que fa®, »ig Aer
JuET a3

P IR Al 98 B Adall DI A of B ¥
goTdl & , offehT s dN el & , ol ol |
Ig T WUV fdholl |, 98 a1 wudT fhall

odt 7, 89 303 ydtee <t st gt
JI

TS Sff |, 98 MU WNIed PI T2, IR 7

HASHS AHH ffg e Ty ©r fags
I I IJ' 83 o Jdd AT fogusedr
feg fewrg I #Afer JI

I 1S H U G &1 Reral 91d §8+
98 Ble Y IR 99 Reaeri & faarg &
ST ®

gwe feg © 913 »i3 g »f I fed
T3 fegifowr wer JI

qrg § ST T AR 37 AT B U A Ry
ST ©

fdg w3 iy miw feg €7 913 feo
B3t = fertg I3t T I AHEMT
T

feg iR Rya FAT | A1 T § dSd! &
fJare &A1 ST AT A9 STl

T3 ugy feg Afee fea fefomisa
Uy - Ider JI

AT BT IR H IS U delli-Ih &l bIH
BNl ©

fer u3 fog &y JUT 3IB<St A ©

T W H 9 20 IRg ®UU dolds! a6l &b

g3T 3 50110 feg odHed ddee
BE mee Sa we  ufensr Ut

AT +: 50110 ¥ STAHR A & forv wee
g% o ufearan dorrdl favg fagred @ 9




Fateafidt € o U33 3fmm wr fgor | U3 AT o <@ ®
J

fagur o9d fEF 3 OA3™ME d9& 3T o | PRI TXd 39 R AR HRAT dl ol b
99 § feg Wt cIHEd Js BET UIT | DI I§ RN SRR xR+ & U o3l wolr o
3fm 77 A KSEQ
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