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AbstractUrdu script uses superset of Arabic alphabet, 
but uses Nastaliq writing style. Nastaliq script is highly 
cursive, context sensitive and is written diagonally from 
top right to bottom left with stacking of characters, which 
makes it very hard to process for OCR. In addition, line 
and word segmentation are non-trivial tasks as we have 
frequently merging lines and vertically overlapping words 
and ligatures. But the real challenge is in character 
segmentation and so most of the researchers have taken 
the next higher unit, ligature, as recognition unit. A 
ligature is a connected component of one or more 
characters including diacritic marks and usually an Urdu 
word is composed of 1 to 8 ligatures. In this paper, we 
present a methodology for segmenting the Urdu text into 
ligatures. A hybrid approach, which uses top down 
technique for line segmentation and bottom up design for 
segmenting the line into ligatures, has been employed. The 
various challenges encountered during ligature 
segmentation such as horizontally overlapping and broken 
lines, merged ligatures and diacritic association have been 
discussed in detail. 

I.  INTRODUCTION 

Urdu language is one of the popular languages of 
Indian sub-continent. Urdu script uses superset of 
Arabic alphabet, but uses Nastaliq writing style, while 
Arabic uses Nashak style. Nastaliq script is highly 
cursive, context sensitive and is written diagonally from 
top right to bottom left with stacking of characters, 
which makes it very hard to process for OCR.  In 
addition, line and word segmentation are non-trivial 
tasks as we have frequently merging lines and vertically 
overlapping words and ligatures and segmenting the 
characters is even more challenging, as the characters 
are completely merged and it is very difficult to detect 
the character segmentation points. Thus the next best 
option is to go for higher unit of recognition, which is 
ligature in case of Urdu [1-2]. A ligature is a connected 
component of characters along with associated dots and 
diacritic marks. A word in Urdu is a collection of 
ligatures and isolated characters.  

In this paper, we have presented a methodology for 
extracting the ligatures from Urdu text image, which 
involves breaking page image into individual textlines 
and extracting and combining the related connected 
components to form the ligatures. Javed and Hussain[3] 
have presented a similar system for line and ligature 
segmentation and reported an accuracy of 94% for 
ligature separation. But their system has not handled 
some of issues such as overlapping textlines and the 
ligature segmentation accuracy needs improvement. In 
this paper we have presented a robust ligature 

segmentation technique which correctly segments the 
ligatures with 99.02% accuracy.  

II.  LINE SEGMENTATION 

 The global horizontal projection method is the most 
commonly used technique for line segmentation [3-5]. 
Although this global horizontal projection method is 
applicable for line segmentation of printed documents 
for other scripts, but for Urdu text images in many cases 
it results in over segmentation and under segmentation 
errors. Many times the ligatures in a line are arranged 
such that there is white space between the main bodies 
and the dots (and other diacritical marks) above and/or 
below the main bodies. As a result, the single text line 
is mis-segmented as two or three separate lines (Fig. 1).  

 Fig.1.  Over segmentation of text lines 

 

 

Fig.2.   Merged text lines 

 Under segmentation error occurs due to multiple 
text lines getting merged because of touching ligatures 
in consecutive lines or horizontally overlapping lines. 
As seen in Fig.2, in second zone two text lines have 
been merged due to overlapping lines while in third 
zone eight text lines have been merged due to touching 
ligatures/overlapping lines in adjacent lines. Also there 
is no uniformity in line heights. 

 

Fig.3.  An underlined large sized text split into multiple zones 



TABLE 1: ZONAL INFORMATION FOR IMAGE IN FIG. 3 

Zone Height Type Density 

1 87 1 54 

2 21 2 26 

3 18 2 12 

4 7 2 177 

 

 We propose the following modified horizontal 
projection profile algorithm for line segmentation: 

a) Break the text image into horizontal zones 
using horizontal projection of pixels (Fig. 2).  

b) Estimate the row height and gap height 
between rows. Row height was initially 
estimated as median of zone heights but it 
failed if majority of the zones contained 
multiple lines, as in Fig. 2. The image is 
divided into three zones with heights 254, 196 
and 627 pixels respectively and the median 
value is 254. So we cannot depend solely on 
median of zone height (M1) to generate 
average row height. We also find the median 
of inter peak gaps (M2). Let M3=Median of 
row gap (at least three gaps needed, else take 
as 0). Then the   row height is estimated as 
Min(M1, M2-M3), In above example, M1=254, 
M2=77 and M3=0 and so the average row 
height=77 

c) Label the zones, based on their heights. Zones 
with height lesser than half of row height are 
labelled as Type 2. Type 2 zones could be : 1) 
zones containing dots/diacritic marks lying 
above or below the ligatures 2)zones 
containing underlines 3)zones containing small 
font sized text. 

Zones with height greater than 1.5 times the 
row height are labelled as Type 3. Type 3 
zones could be: 1) Zones containing multiple 
textlines 2) Zones containing single textline in 
large sized font. 

Rest of the zones are labelled as Type 1. 

d) Merge the zones. For type 2 zone (z2), select 
the nearest type 1 zone (z1) and merge the two, 
such that: 

 Distance between z1 and z2 is lesser than 
row gap. 

 Black pixel density of z2 is lesser than 
half of the black pixel density of z1. This 
is to ensure that z2 does not contain 
underline or text in smaller font. Black 
pixel density represents number of black 
pixels per row.  

For example, consider a line containing a 
single underlined large sized text. The 
horizontal projection will break the headline 
into 4 zones (Fig. 3). Zone 1 contains the main 
text, while zone 2 and zone 3 contain the dots 
associated with the text above. Zone 4 contains 
the underline. The proper line segmentation 
routine should merge only zones1, 2 and 3. 
Before merging the zones, the zonal 

information is obtained(Table 1). After zone 
labelling, it is found that zone1 is type one 
zone, while zone 2, 3 and 4 are type two zones. 
That zones 2 and 3 are merged with zone 1 as 
their gap is lesser than row gap and density is 
also lesser than the threshold, but zone 4 is not 
merged as its density is too high. 

e) Split the merged textlines. Next we analyse the 
type 3 zones. Type 3 zones could contain 
multiple textlines or large sized single text line. 
It is important to first identify if the zone 
contains multiple lines or single line. For this 
we use the row height information. We say 
that a type 3 zone is candidate for splitting if it 
meets following criteria: 

 There exist valleys in the regions near the 
multiples of row heights.  

 The black pixel density of proposed zone 
to be split should not be lesser than 50% 
of original zone. 

In case, a type 3 zone meets the above 
requirements, we split the zone in the regions 
near the multiples of row heights. 

The image in Fig. 2 has three zones with 
heights 254, 196 and 627 respectively. As the 
row height is estimated to be 77, so zone 1 has 
estimated 3 rows, zone 2 has 2 rows and zone 
3 has 8 rows. But we find that in zone 1 there 
is only one valley, so at most two rows could 
be there. But when we try to split zone 1 at the 
valley, the split zone has low pixel density, so 
no splitting is done on the zone. While zone 2 
and zone 3 are split around the valleys into two 
and eight rows respectively (Fig. 4).  

 

Fig.4.  Image of Fig.2 after segmentation of merged lines 

f) Handle ligatures spread in multiple rows. It is 
observed that in case of overlapping/touching 
lines, it could happen that ligatures in adjacent 
lines may be touching each other. (shown in 
green colour in Fig. 4) or a ligature may extend 
into its neighbouring text line, even though it 
may not be touching any ligature. (shown in 



red colour in Fig. 4). In first case, the ligature 
has to be segmented horizontally at appropriate 
location, while in second case we have to 
decide to which line the ligature belongs to. 
Also first of all decision has to be taken 
regarding the class of ligature. For this we 
determine the perimeter of the ligature 
bounding box. If the perimeter is greater than 
five times the average row height, then it is a 
multi-ligature shape and is candidate for 
segmentation. For such shapes, a horizontal cut 
is made along the row with minimum black 
pixels in the region {border row-1/6

th
 of 

average line height, border row}. For single 
ligature shape, determine the line in which the 
ligature’s major portion lies and the ligature is 
assigned to that row. 

III.  CONNECTED COMPONENT ANALYSIS 

 After line segmentation, the next step is ligature 
segmentation, where each line is split into ligatures.  
From OCR point of view, a ligature consists of one 
primary connected component and zero or more 
secondary connected components. The primary 
component represents the basic shape of the ligature, 
while the secondary connected component corresponds 
to the dots and diacritics marks and special symbols 
associated with the ligature. As for example, the 
ligature in Fig. 5a, has one primary connected 
component (Fig. 5b) and five secondary connected 
components (Fig. 5c).  

 

  a)         b)  c) 

Fig.5.  Urdu Ligature segmented into primary and secondary 
components  

 While a top down approach is followed to split the 
image into text lines, the text lines are segmented into 
ligatures using connected component based bottom up 
technique. The text line is examined from right to left 
and all the connected components are stored in a linked 
list. Each connected component could represent either a 
primary or a secondary connected component of a 
ligature. A primary component can have zero or more 
associated secondary components but a secondary 
component will have only one associated primary 
component. After collecting the connected components, 
the next task is to form back the complete ligature by 
identifying the primary components and its associated 
secondary components.  For this purpose, we need to 
perform two operations: a) Classifying the connected 
component as primary or secondary component. b) 
Associating the secondary components with their 
primary components 

 After a careful analysis of the shapes and positions 
of the two components, we have developed a simple 
classifier, which uses six hand crafted features. We 
shall be using the terms vertically overlapping and 
enveloping in following section.  We say component c1 
envelopes component c2, if (min xc1 < =min xc2) and 
(max xc1 >= max xc2).  Component c1 and component 

c2 overlap vertically, if either ( (min xc1 <= min xc2) and 
(min xc2 < max xc1 <= max xc2)) or( (min xc1 >= min 
xc2) and (min xc1 < max xc2  <= max xc1)).  

The six binary features are: 

A. Component touches the baseline 

Every Urdu ligature and so ideally the primary 
component will be touching the baseline, while the 
secondary components will be lying above or below the 
baseline. An analysis of Urdu image revealed that 
though 99.11% of primary components touch the 
baseline but 9.81% of secondary components also touch 
the baseline. As, we can see in Fig. 6, the components 
which touch the baseline are shown in red, while others 
are shown in black. We can see all the primary 
components are marked in red, but there are two 
secondary components too, which are touching the 
baseline and are displayed in red colour. 

 

Fig.6.  Primary and secondary components touching the baseline 

B. Black pixel density of component > 50%  

We determine the ratio of black and white pixel in 
the bounding box of the component. If the ratio is 
greater than 1, then the feature is true else it is false. In 
Fig. 7, we depict the components in red, for which the 
feature is true. From analysis it was found that this 
feature is true for 92.49% of secondary components and 
17.57% of primary components.  

 

Fig.7.  Components in red have greater than 50% black pixel 
density  

C. Height of the component < one-fifth of row height 

Generally, the size of secondary component is 
smaller than primary components. The next feature, 
uses this property and is true if the component height is 
lesser than one-fifth of row height. We found that this 
feature is true in 97.08% of secondary components, but 
5.83% of primary components also have smaller heights. 

 

Fig.8. Components in red have height lesser than one-fifth of row 
height 

D. Component is vertically enveloped by some other 
component  

The secondary components are usually vertically 
overlapped by their concerned primary components. In 
fact 80.36% of the secondary components are 
completely overlapped vertically by some primary 
components, while 1.72% of smaller sized primary 
components are also covered by larger sized primary 
components. 

 

Fig.9.  Vertically enveloped components displayed in red  



E. Component lies completely in upper half or lower 
quarter:  

Usually the secondary components lie completely 
either in upper half or lower quarter of the text line. We 
found that 72.07% of secondary components lie in these 
regions, while only 0.95% of primary components are 
found in these regions.  

 

Fig.10. Components lying in upper half/ lower quarter shown in red. 

F. Component contains a horizontal row made up of 
only black pixels:   

The primary components are usually large sized 
written along the diagonal, while the secondary 
components are usually small sized components written 
in horizontal direction. This feature searches for a 
horizontal line running across the bounding box of the 
component made up only of black pixels. Such a line 
was found to be present in 85.35% of secondary 
components while 8.73% of primary components also 
had at least one such row. 

 

Fig.11.  Components containing a horizontal row of black pixels 
displayed in red  

 We performed a statistical analysis on 10,215 
connected component images to determine the 
frequency of occurrence of the above features. The 
results are tabulated in Table 2.  

TABLE II:  FREQUENCY OF CLASSIFICATION FEATURES IN 

PRIMARY AND SECONDARY COMPONENTS 

 

 We have designed a simple classifier which uses 
the feature vector and these probabilities to decide the 
component class. From the table we can see that if for a 
component,   feature 1 is true, then the probability of 
being primary component is .991 and probability of 
being secondary component is .0981. Similarly if in the 
same component feature 3 is missing, then the 
probability of it being primary component is .9417 and 
probability of being secondary component is .0292. We 
combine the probabilities for the above six features and 
design the following simple classification algorithm: 

 sc=pc=0; 

 for i=1 to 6  

If(feature[i]==1)then sc=sc+psc[i]; pc= pc+ppc[i] 

Else  sc=sc+asc[i] ; pc= pc+apc[i]      

if(sc>pc) then component=secondary component else 

component = primary component 

Thus if for example, the feature vector of a 
component is [0,1, 1, 0, 1, 0] then by above algorithm: 

pc = 0.89+17.57+5.83+98.29+0.95+91.27 = 214.8 

sc = 90.19+92.49+97.08+ 19.24+72.07+14.65 = 385.72 
As sc > pc, thus the component is identified as 

secondary component 

 Fig. 12 depicts a text image separated into primary 
and secondary components. The primary components 
are shown in black colour and secondary components in 
red colour. It should be noted that punctuation marks 
such as hyphen, comma, full stop and quotes are also 
considered as secondary components, but they should 
not be associated with any primary components. 

 

Fig.12.  Urdu Ligatures segmented into primary and secondary 
components  

IV.  COMBINING THE COMPONENTS 

 The secondary and primary components need to be 
combined to generate the complete ligature.  For this 
purpose, the secondary components need to be assigned 
to the appropriate primary component. This is a non-
trivial issue in Arabic script, as the secondary 
components vertically lie inside the associated primary 
component, but in Urdu we find a single secondary 
component could be completely enveloped/ vertically 
overlapping with multiple primary components (Fig.13).   

      

        a)          b)           c)               d)  

      

        e)       f)             g) 

Fig.13.  Primary and secondary components 

 Once the primary and secondary components are 
identified, for each secondary component, we identify 
all the primary components, which overlap or envelop 
that secondary component. Let n be the number of 
primary components vertically enveloping the 
secondary component and p be the number of primary 
components vertically enveloping the secondary 
component. 

The following rules are used for component 
assignment: 

If (n=1) then assign the secondary component to 
the enveloping primary component (Fig. 13a). 



if n>1 (Fig. 13b), then find the distance between the 
secondary component and the enveloping primary 
components. Select the primary component with least 
distance. The distance is measured by finding the 
weighted shortest distance between the boundary black 
pixels. We assign smaller weight to vertical distance 
and more weight to distance on right side, by 
multiplying vertical distance with 0,75 and distance on 
right side with 1.25. The logic for taking weighted 
distance instead of actual distance is that the probability 
of the secondary component lying above or below the 
primary component is more than on lying on the right 
side of the primary component.   

if (n=0) and (p>0), then assign the component to 
the vertically overlapping primary component with least 
weighted distance. Thus if  the actual distances between 
a secondary component and its three enveloping 
primary components lying below, left and right are 5, 5 
and 9 pixels respectively (Fig. 13c). But as the weighted 
distances are 3.75, 5 and 11.25 respectively, so the 
secondary component is assigned to the primary 
component lying below it. 

If (n+p=0), then the secondary component will be 
considered as a punctuation mark and will not be 
assigned to any primary component. As shown in Fig. 
13d, the primary components are in black colour, while 
the secondary components are in red colour. The 
secondary components for which both n and p have 
values zero are considered as punctuation marks are 
depicted in blue colour. 

We always give first preference to enveloping 
components over overlapping components. So even 
though, an overlapping primary component is nearer 
than the enveloping primary component, we will still 
assign the secondary component to the enveloping 
primary component (Fig. 13e). Similarly, the 
overlapping primary component is given preference 
over primary components which  have no common x-
coordinates with the secondary component (13f). 

In case of overlapping text lines, it could happen 
that primary and secondary components maybe lying in 
different text lines (Fig. 13g).  So we not only look for 
overlapping primary components in same line but also 
in adjacent lines too. In that case, we not only look for 
vertical gap with overlapping primary components, but 
also look at shape of secondary components. There are 
certain primary components such as three dots, which 
appear only above primary component, while the 
inverted three dots appear only below the primary 
components. Thus as shown in Fig. 13g, the three 
dotted secondary component is assigned to lower lying 
primary component, while the inverted three dotted 
secondary component is assigned to above lying 
primary component. 

 In Fig. 14, we see the text shown in Fig. 12 split 
into ligatures, after associating the secondary 
components with their primary components, using the 
above rules.  

VI. EXPERIMENTAL RESULTS 

 The line segmentation algorithm was tested on 448 
text images and it successfully segmented 99.11% 

pages correctly. It was observed that 67.44% of pages 
contained at least one broken line, while 50% of pages 
contained at least one zone containing horizontally 
overlapping lines. At text line level, we found that 
20.75% of text lines were overlapping and 8.84% of 
text lines were broken. There were only 12.79% pages 
which do not have any overlapping or broken lines. 

 We also analysed 45 Urdu images to study about 
the count of associated primary and secondary 
components. The images had 42,441 connected 
components, out of which 55.5% of the components 
were primary components and rest were secondary 
components. It was found that 93.22% of secondary 
components had no confusion in assigning to 
appropriate primary component, as there was only one 
overlapping/enveloping primary component. For 6.51% 
of secondary components, there were two overlapping 
primary components, while 0.27% of secondary 
components had three overlapping/enveloping primary 
components. The connected components were classified 
and associated correctly with 99.02% accuracy to form 
the ligatures. 

 

Fig.14.  Associating primary and secondary components  

  VII.  CONCLUSION 

In this paper we have presented a methodology for 
ligature segmentation, which was tested to classify the 
components correctly with 99.02% accuracy. A line 
segmentation algorithm for Urdu documents, which 
takes care of over segmentation and under segmentation 
issues and successfully segmented 99.11% pages 
correctly has also been presented.  
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