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Abstract—Character recognition problems of distinct scripts
have their own script specific characteristics. The state-of-art
optical character recognition systems use different methodolgies,
to recognize different script characters, which are most effective
for the corresponding script. The identificaton of the script
of the individual character has not brought much attention
between researchers, most of the script identification work is
on document, line and word level. In this multilingual/multiscript
world presence of different script characters in a single document
is very common. We here propose a system to encounter such
adverse situation in context of English and Gurumukhi Script.
Experiments on multifont and multisized characters with Gabor
features based on directional frequency and Gradient features
based on gradient information of an individual character to
identify it as Gurumukhi or English and also as character or
numeral are reported here. Treating it as four class classification
problem, multi-class Support Vector Machine( One Vs One) has
been used for classification. We got promising results with both
types of features.The average identification rates obtained with
Gabor and Gradient features are 98.9% and 99.45% respectively.

I. INTRODUCTION

The characters of distinct scripts have different properties
It makes trouble for optical characeter recognition(OCR) of
multiscript mixed documents. A common strategy for all type
of characters is not suitable. Identifying type of character and
utilizing distinct strategies and methods corresponding to type
of charater is helpful to improve OCR performance.

Generally, this technique belongs to script identification.
Most of the script identification reseraches are based on
page/paragraph level, line level, word level and character
level [1] and [2]. For multiscript/multilingual country India,
documents containing more than one indian script is very
common at distinct levels. Script identification has been dis-
cussed at paragraph level in [3] and [4] for Indian documents.
Line level script identification for some Indian languages has
been explained in [5], [6] and [7]. Recognition of word-wise
Indian and Roman scripts using various techniques have been
explained in [8], [9], [10], [11], [12], [13] and [14]. Most of the
Indian documents have individual text lines mixed with English
words and Numerals [15]. Word segmentation usually breaks
words into characters for multi-script documents containing
one script as English. The reason is that the characters in a
word in some Indian scripts like Gurmukhi, Devanagri and
Bangla are all joined and in English some intercharacter gap

is present in a word. For such sitautions, character level
script identification will work better than word level script
identification. This motivates to identify the script of individual
character. Script identification at character level for Indian
scripts is seldom discussed.

In this paper, a technique for script identification at char-
acter level is proposed that consist of English and Gurmukhi
characters and digits. English character set of 52 characters(26
Uppercase letters and 26 Lowecase letters), Gurmukhi charac-
ter set of characters and 10 digits of each script are shown in
Figure 1. In this paper, technique to identify the script of a
presegmented character and also to identify it as character or
digit is proposed. A comparative study of two different types
of features using different kernel functions of SVM classifier
is discussed. Experiments are done to check the font type and
font size dependency in the training dataset.

The organization of the paper is as follows: the algorithims
to extract Gabor and Gradient features are explained in section
II. Classifier details are given in section III. Experimental
results are provided in section IV followed by conclusion and
future perspectives in section V.

II. FEATURE EXTRACTION

Here, we use two sets of features. The first set of 189
features is gabor filter based features and second set of
200 features is gradient based features. The introduction and
computation methods of these two types of features is given
as follows:

A. Gabor Feature Extraction

Gabor filters are mostly used as a directional frequency
extractor. These filters effectively capture the concentration of
energies in various directions [12]. Distinct scripts have differ-
ent features along various directions. Gabor filters correspond-
ing to these directions can give good response, considering
this, we explore the use of Gabor filters for script recognition
of Gurmukhi and Roman characters by dividing the image into
different zones. A Gabor filter is a linear filter whose impulse
response is defined by a harmonic function multiplied by a
Gaussian function as given in the following equation

h(x, y) = g(x, y)s(x, y)



(a) Gurmukhi Characters (b) English Characters

(c) Gurmukhi Digits (d) English Digits

Fig. 1: Characters and Digits of Gurumukhi and English Script

where s(x,y)is a complex sinusoid, known as carrier and g(x,y)
is a Gaussian shaped function, known as envelope. Thus the
2D Gabor filter with orientation θ and centerd at frequency f
can be written as in equation

hx,y,θ,f = exp
− 1

2 (
x′2
σ2x

+ y′2

σ2y
)
expj2πfx (1)

where σxand σy the spatial spread and are the standard
deviations of the Gaussian envelope along x and y direction
and x′ and y′ are defined as:

x′ = x cos(θ) + y sin(θ) y′ = y cos(θ)− x sin(θ)

Steps for Gabor Feature Extraction

1) Normailze the given character Image into size 32 ×32
and call it A.

2) Divide the normalized image into four equal non
overlapping subregions and call it A1, A2, A3andA4.

3) Divide further each subregion into four equal non
overlapping sub-subregions and call itA11...A14,
A21..A24, A31..A34 and A41..A44 and thus obtain 16
small regions in different parts of the image.

4) Filter each of these twenty one images(one obtained
in step 1, four in step 2 and sixteen in step 3 ) with
gabor filter given in Equation 1 in nine different an-
gles of orientation (0, π/9,2π/9, 3π/9, 4π/9, 5π/9,
6π/9, 7π/9, 8π/9). Calculate Radial frequency for
each image as 2 divided by n, for image of size n×n.

5) Sum-square to evaluate the energy content of these
images and normalize this energy by dividing it by
the size of each corresponding image region. Thus
each region gives nine features, So, a feature vector
of size 189 (21 ×9) is obtained.

B. Gradient Feature Extraction

The gradient measures the magnitude and direction of the
greatest change in intensity in a small neighbourhood of each
pixel. Gradient Vector [Gx, Gy] at a pixel (i, j) of the image,
where Gx and Gy are the horizontal and vertical gradient
components, is determined by convolving input image with
Sobel operators and thus are given as in Equation 2 and

Equation 3.

Gx(i, j) = I(i+ 1, j − 1)+ 2 ∗ I(i+ 1, j)

+I(i+ 1, j + 1)−I(i− 1, j − 1)

−2 ∗ I(i− 1, j)−I(i− 1, j + 1) (2)

Gy(i, j) = I(i− 1, j + 1)+ 2 ∗ I(i, j + 1)

+I(i+ 1, j + 1)−I(i− 1, j − 1)

−2 ∗ I(i, j − 1)−I(i+ 1, j − 1) (3)

The Gradient Strength |G(i, j)| and Direction theta(i, j) can
be computed from the Gradient Vector [Gx, Gy] as shown
below

|G(i, j)| =
√

((Gx(i, j))2 + (Gy(i, j))2 (4)

theta(i, j) = tan−1
Gy(i, j)

Gx(i, j)
(5)

A Gradient Feature Vector is composed of the strength of
gradient accumulated separately in different directions. The
Gradient Feature Vector used in this research approach com-
prises of 200 features per character image.

Steps for Gradient Feature Extraction

1) Normailze the given character image into size 63 ×63
and call it A.

2) Convolve the input image (I) with Sobel Masks
to calculate horizontal and vertical components of
gradient vector.

3) For every pixel of input image (I), calculate gradient
direction and gradient magnitude as in Equation 4
and 5.

4) For every pixel (i, j), determine the two gradient
directions from eight chaincode directions, in which
the gradient vector of that pixel lies and decompose
the gradient vector along these two directions.

5) Compute gradient directional matrix of size 63 ×63
such that each element of this matrix would corre-
spond to a directional row vector for each pixel of
input image I and each element of the directional row
vector of size 8 would correspond to value of gradient
component along the 8 chaincode directions.



6) Divide gradient directional matrix horizontally and
vertically into subblocks of size (7 × 7) to get 81 (9
× 9) blocks.

7) For each block, sum together the directional vector of
each pixel in that block to form a directional vector
of that block.

8) Perform downsampling on number of blocks from
9 ×9 to 5 ×5 using Gaussian filter of size 5×5 to
produce a feature vector of size 200 (5 horizontal, 5
vertical, 8 directional resolution).

9) Apply variable transformation (y = x0.4) to feature
set to make the distribution of the features Gaussian-
like. Thus feature vector of size 200 (5 horizontal, 5
vertical, 8 directional resolution)is formed.

III. CLASSIFICATION

The main task of classification is to use the feature vectors
provided by feature extraction algorithm to assign the ob-
ject/pattern to a category. Support Vector Machine(SVM) is
a classification technique successfully used in a wide range of
applications.

A. SVM Classifier

Binary (two-class) classification using support vector ma-
chines (SVMs) is a very well developed technique to find
the optimal hyperplane to maximize the distance or margin
between two classes .

Given a training set of instance-label pairs (xi, yi), i =
1, 2, ....l where xiεRn, i.e. having n features for a particular
training sample and yi ∈ ±1, i.e. class label either 1 or -1
for corresponding training instance xi. If the training data are
linearly separable, we can select two hyperplanes in a way that
they separate the data and there are no points between them,
and then try to maximize their distance. The region bounded
by them is called ”the margin”.The distance between these two
hyperplanes is 2

‖w‖ , so ‖ w ‖ should be minimium [16] .

If there exists no hyperplane that can split the ‘yes’ and ‘no’
examples, the Soft Margin method will choose a hyperplane
that splits the examples as cleanly as possible, while still
maximizing the distance to the nearest cleanly split examples.
The objective function is then increased by a function which
penalizes non-zero ξi and the optimization becomes a trade off
between a large margin and a small error penalty.The support
vector machines (SVM) require the solution of the following
optimization problem, i.e. minimization of error function[17]
as given in Eq. 6 :

minw,b,ξ
1

2
WTW + C

l∑
i=1

ξi (6)

subject to the constraints:

yi(W
Tφ(xi) + b) ≥ 1− ξi

and
ξi ≥ 0

where C is the penality parameter, W is the vector of coeffi-
cients, b a constant and ξi are parameters for handling non-
separable data (inputs). The index i labels the N training cases

or instances. Here yi ∈ ±1 are the class labels and xi are the
independent variables. The kernel φ is used to transform data
from the input (independent) to the feature space.

In testing phase, for a given input pattern x, the decision
function of an SVM binary classifier is

f(x) = sign(

n∑
i=1

yiαiK(x, xi) + b) (7)

where:

sign(u) =

{
1 for u > 0

−1 for u < 0

b is the bias, αi is the langrage multiplier and K(x, xi) is
the kernel function.There are several number of kernels used in
support vector machines. Some of the popularily used kernel
functions are:

• Linear Kernel:

K(x, xi) = xTxi (8)

• Polynomial Kernel:

K(x, xi) = (xTxi + 1)d (9)

where d is the degree of polynomial.

• Gaussian (RBF)Kernel:

K(x, xi) = exp(−γ∗ ‖ x− xi ‖2) (10)

where γ = (1/2σ2) and σ is the standard deviation of
the xi values.

The solution of multi (More than two classes) classification
is by combining several binary classifiers.There are two ap-
proaches for combining binary SVM classifier: “One versus
All” (OVA) and ”One versus One” (OVO). In our case as
it is four class problem, we have used “OVO” approach as it
takes less training time as compared to “OVA” [18]

IV. EXPERIMENTAL SETUP, RESULTS AND DISCUSSIONS

To evaluate the classifier performance and validate the
effectiveness of the proposed techniques, different experiments
have been performed which are as follows: (i) Global Script
Recognition Accuracy based on ten fold cross validation on
the total dataset. (ii) Script Recognition Accuracy of characters
with Fonts not present (Fonts) in Training Dataset (iii) Script
Recognition Accuracy of characters with Font Sizes not present
in Training Dataset. A brief on our dataset can be found in
subsection A.

A. Dataset Details

To the best of our knowledge, there is no publicly available
database suitable for our defined problem (script identification
of multi font characters). We developed our own dataset with
different fonts and size characters to show the efficency of pro-
posed features. The printed documents of isolated characters
having different font and size are scanned at a resolution of



TABLE I: Dataset Details

Character No. of No. of No. of Total
Type Characters Fonts Sizes Dataset

Gurmukhi Character 41 14 11 41×14×11 = 6314
Gurmukhi Digit 10 14 11 10×14×11 = 1540

English Character 26+26=52 17 11 52×17×11 = 9724
English Digit 10 17 11 10×17×11 = 1870

Total Number of characters=19448

TABLE II: Average Accuracy and Standard Deviation Results
for Ten Fold Expeiments

Features Used Linear Polynomial RBF

Average Accuracy Gabor Features 97.85 98.89 98.9
Gradient Features 97.17 99.23 99.45

Standard Deviation Gabor Features 0.22 0.20 0.23
Gradient Features 0.57 0.20 0.19

300 dpi. Commonly used seventeen fonts (Callibri, Arial, Cam-
bria, ArialRoundedMTBold, Times, TimesNewRoman, Geor-
gia, MicrosoftSansSerif, Comic, CenturySchoolBook, Gara-
mond, Verdana, Helevetica, CourierPS, Patatino, Bookman
and NewCenturySchoolBook) for English and fourteen fonts
for Gurumukhi ( AnmolKalmi, AnmollipiHeavy, Anmollip-
ilight, AnmollipiThick, GurbaniKalmi, WebAkharSlim, Ra-
jaa5Medium,Amarlipi, AmarlipiHeavy, Amarlipilight, Amar-
lipislim, Anmollipi, KarmiSanjBook and PunjabiTypewriter) in
eleven different Font sizes (10,11,12,14,16,18,20,22,24,26,28)
have been considered for the present experiments. Thus the
dataset of 19448 characters has been prepared as explained in
Table I with 6314 Punjabi characters, 1540 Punjabi numerals,
9724 English characters and 1870 English digits.

B. Global Script Recognition Accuracy

To obtain the recognition results we have used 10-fold
cross validation. First we created randomly generated 10-fold
cross-validation index of the length of size of dataset. This
index contains equal proportions of the integers 1 through 10.
These integers are used to define a partition of whole dataset
into 10 disjoint subsets. We used one division for testing and
remaining nine divisions for training. We did so 10 times,
each time changing the testing dataset to different division and
considering remaining divisions for training. Thus we got 10
sets of feature vectors containing training and testing dataset
in the size ratio of 9:1.

Our experiments are carried out using different kernel
functions of SVM classifier with ‘OVO’ approach.The main
cause of performance difference among different types of SVM
classifiers is linked to feature data distribution. We have tested
our results using Linear, Polynomial and Gaussian (RBF) ker-
nel on Gabor and Gradient features as shown in Figure 2. It can
be noted that RBF and Polynomial Kernel funcions give better
accuracy for both types of features than linear Kernel.That
demonstrates these features are non linearly separable. In order
to further analysis of classification error depending on the kind
of SVM chosen, we have computed the standard deviation and
average accuracies obtained from ten subsets as shown in Table
II. It can be noted that Gradient features with RBF kernel
function showed the maximum average accuracy 99.45% with
lowest standard deviation 0.19.

Fig. 2: Accuracy Results during Ten Fold Experiments for
Gabor and Gradient Features with Linear, Polynomial and RBF
SVM

TABLE III: Confusion Matrix for Script Identificatio with RBF
Kernel Function

Method Character Gurmukhi English English Gurmukhi
Proposed Type Character Character Digit Digit

Gabor

Gurmukhi Character 99.6% 0.22% 0% 0.18%
English Character 0% 99.41% 0.40% 0.19%

English Digit 0% 4.66% 95.29% 0.05%
Gurmukhi Digit 0% 2.81% 0% 97.19%

Gradient

Gurmukhi Character 99.9% 0.05% 0% 0.05%
English Character 0% 99.56% 0.23% 0.21%

English Digit 0% 1.77% 98.12% 0.11%
Gurmukhi Digit 0% 1.48% 0% 98.52%

C. Error Analysis

It has been observed from experiments that script recgni-
tion accuracy of Gurmukhi characters is 99.9% and most of
the errors in recognition are for English and Gurmukhi digits
which are recognized as English characters. The confusion
matrix is shown in Table III. We analyzed the source of
errors for the proposed methods. The errors are from some
similar symbols in two different character sets. The English
and Gurmukhi digit ‘0’ are similar to each other and also to
English character ‘O’. The English character ‘I’ is similar to
English digit ‘1’.

D. Accuracy with Fonts not present in Training Dataset

In real world applications, the robustness of an algorithim
with respect to distict font and size characters is a key factor.
To show the efficency of the proposed features, we performed
the experiments using different fonts in training and test
dataset. This is done by dividing the dataset into two parts:
Dataset1 and Dataset2. These datasets have mutually exclusive
font characters. Dataset1 has first nine English and first seven
Punjabi fonts and Dataset2 has remaining eight English and
seven Punjabi fonts.The results of two experiments are given
in Table IV where in each experiment one dataset is taken as
training and other as testing. It is clear that Gradient with RBF
kernel function of SVM classifier has the maximum accuracy
that is above 98% in both experiments.



TABLE IV: Results for Fonts not present in Training Dataset

Features Used Linear Polynomial RBF

Experiment 1 Gabor Features 94.60 94.55 96.11
Gradient Features 93.51 97.46 98.33

Experiment 2 Gabor Features 94.89 96.14 96.47
Gradient Features 94.32 97.60 98.08

TABLE V: Results for Font Sizes not present in Training
Dataset

Features Used Linear Polynomial RBF

Experiment 1 Gabor Features 97.90 99.03 98.76
Gradient Features 96.89 99.14 99.19

Experiment 2 Gabor Features 96.91 98.02 98.49
Gradient Features 94.12 97.67 98.89

E. Accuracy with Font Sizes not present in Training Dataset

We also computed the accuracy of our system using differ-
ent fontt sizes in training and test data set. Now partitioning of
the whole dataset id done into Dataset3 containing font sized
(10,11,12,14,16 and 18) characters and Dataset4 containing
rest of the characters of font sizes (20,22,24,26 and 28). So,
recognition results of two experiments, taking each time one
as training and other as testing are reported in Table V.

F. Comparison with Earlier Approaches

To the best of our knowledge, this work is the first of its
kind on an Indian and English script identification at character
level, we can not compare the results. Howeve to get an idea
about the recognition accuracy over other existing pieces of
work on different scripts, some comparison is given in TableVI.

V. CONCLUSION AND FUTURE PERSPECTIVES

Most of the existing script identification techniques for
Indian languages are based on whole document, block, line
and word level. We focused our research on single character
script identification and have got promising results. In this
paper, we have proposed SVM based for identification of
script of presegmented multifont and multisized characters.
By using, Gabor and Gradient features of 19448 characters,
the average accuracy obtained is 98.9% and 99.45%. To the
best of our knowledge, this is the first work on English and an
Indian script identification at character level, which identifies
numerals from characters also. As the reported work here is
only for Gurmukhi and English, so it can be tested on other
Indian and non-Indian scripts also. Post-processing to correct
the slight classification errors due to similar characters of
different scripts is also a future direction of research.

TABLE VI: Comparison with Earlier Approaches

Method Proposed By Script Used Methodolgy Accuracy
Zhang et al. [19] Chinese,English Structural Features 99.3%

and SVM
Sanguansat et al.[21] Thai,English Hidden Markov Model 99.31%

Zhu et al. [20] Chinese,English Feature Selection 99.25%
and Cascade Classifier

Proposed Method Gurmukhi,English Gabor Features 98.90%
Gradient Features 99.45%

and SVM
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